Conclusions

• CoNLL#: test set consistent with original annotation guidelines but with significantly less annotation noise
• Please use our corrected test set!
• Models need to improve performance on economy documents and data tables
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