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Overview
• Query segmentation dataset for e-commerce 
• 17 entity types
• Nearly 10,000 annotated queries
• Query segmentation allows us to determine:
o Which portions of the query are most important to relevance?
o Which portions of the query might be most safely dropped?
o Can we weight different spans for relevance rather than tokens?
o Can we link spans to a knowledge graph (e.g. known brands)?

• Dataset available on GitHub and Hugging Face
Baselines

• Transformed data to simulate real query variation
• Training on additional transformed data mitigates 

impact on performance
• Model trained on original and augmented data 

maintains good performance on the original test set 
while improving performance on augmented data
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Table 3: Baseline results of BERT, XLM-R, and BERT with continued pre-
training on the rest of the ESCI e-commerce dataset (Reddy et al, 2023) 

Reddy, Chandan and Choudhary, Nurendra and Maquez, Lluis and Valero, Fran and Rao, Nikhil and Zaragoza, Hugo and 
Bandyopadhyay, Sambaran and Biswas, Arnab. 2023. Shopping queries dataset: A large-scale ESCI benchmark for 
improving product search. arXiv preprint arXiv:2206.06588

Papenmeier, Andrea and Kern, Dagmar and Hienert, Daniel and Sliwa, Alfred and Aker, Ahmet and Fuhr, Norbert. 2021. 
Dataset of natural language queries for e-commerce. In Proceedings of the 2021 Conference on Human Information 
Interaction and Retrieval, pages 307-311.

Farzana, Shahla, and Zhou, Qunzhi and Ristoski, Petar. 2023. Knowledge graph-enhanced neural query rewriting. In 
Companion Proceedings of the ACM Web Conference 2023, pages 911-919.

Joshi, Mahesh and Hart, Ethan and Vogel, Mirko and Ruvini, Jean-David. 2015. Distributed word representations improve 
NER for e-commerce. In Proceedings of the 1st Workshop on Vector Space Modeling for Natural Language Processing, 
pages 160–167, Denver, Colorado. Association for Computational Linguistics. 

Data Augmentation

Acknowledgments

Table 1: Dataset splits. Mean entity length is 
1.6 tokens. Mean query length is 3.63 tokens.

Table 2: Counts of entity types 

Prior Work
• Past work focuses on aspect-value extraction which has 

limited token coverage (Papenmeier et al., 2021)
• Many prior datasets are unreleased (e.g. Faranza et al., 

2023; Joshi et al., 2015) 

Aspect-Value Extraction:
High - end [speaker cover] for [B & W] [805d] 1 pair made of [velvet suede] made to order

QueryNER Segmentation:
[High - end] [speaker cover] for [B & W] [805d] [1 pair] [made of velvet suede] [made to order]

Table 1: An example of a query segmented with a hypothetical aspect-value extraction ontology compared
with QueryNER’s chunking ontology.

tion of a few special characters, some prepositions
and conjunctions. In Table 1, an example query
is shown with the entity spans identified following
the QueryNER schema compared with a hypotheti-
cal aspect-value extraction. The type ontology is
intended to be a small number of entity types and
general purpose enough that it can be used for
a broad range of e-commerce product categories.
Annotators also do not necessarily need to become
domain experts in the products involved in the anno-
tation process or familiarize themselves with thou-
sands of aspects.

As seen in Table 1, Speaker cover, made of vel-
vet, made to order, 1 pair and high-end are all
natural chunks of the query. For example, made of
velvet clearly refers to the material while made to
order is a more general description of the product
and may very well not be covered under certain
aspect ontologies.

Contributions: Our contributions are the fol-
lowing. (1) We define a type ontology and an-
notation guidelines that are broadly applicable
to e-commerce segmentation. (2) We release
QueryNER, a new manually annotated dataset
and open benchmark for this task. (3) We re-
port baseline results from models trained on the
QueryNER dataset. (4) We discuss the results of
an experiment showing promising directions for us-
ing QueryNER as part of a null and low query recov-
ery strategy by dropping spans rather than individ-
ual tokens. (5) We conduct experiments showing
benefit of data augmentation for query segmenta-
tion.

2. Related Work

Sequence labeling is a well established task in NLP
with tasks like NER (e.g. Tjong Kim Sang 2002;
Tjong Kim Sang and De Meulder 2003; Hovy et al.
2006) and chunking (e.g. Abney 1992; Ramshaw
and Marcus 1995; Molina and Pla 2002) framed as
labeling each token with a label indicating whether
it is part of a span or not and what type of span.
The labeling most typically uses BIO labels where
B marks the beginning of a span, I marks inside
a span and O, outside the span. Other label en-
codings have been used such as BIOES (Radford
et al., 2015).

Prior work in aspect-value extraction has largely

framed the task as sequence tagging as well. Joshi
et al. (2015) experimented with embedding repre-
sentations for aspect-value extraction. Farzana
et al. (2023) made use of a knowledge graph and
entity linking to reformulate queries and use aspect-
value extraction for entity span information in a
rephrasing model. However, neither of these works
release a public dataset.

Since there is a lack of public aspect-value ex-
traction datasets, there has been work with alter-
native approaches to create training datasets such
as distant supervision or iterative bootstrapping
approaches. Zhang et al. (2020) examine a boot-
strapping method using positive unlabeled learning.
They point out that while there are NER datasets for
PER, ORG, LOC, there are not many publicly avail-
able NER datasets for e-commerce related tasks.
Putthividhya and Hu (2011) work with product titles
and bootstrap from a seed list of product attributes.
Xu et al. (2019) use distant supervision to auto-
matically create training data for a limited number
of categories. They use a question-answering ap-
proach for aspect-value extraction.

Some e-commerce sequence labeling data has
been released, but it has some drawbacks. Pa-
penmeier et al. (2021) release an e-commerce
dataset for attribute-value extraction, but it only
covers queries about laptops and jackets. Due
to the nature of e-commerce work, even datasets
with general purpose queries or product titles are
often not publicly available. Reddy et al. (2023) cre-
ated a dataset of Amazon e-commerce queries and
matching product titles including judgments for rel-
evance using ESCI labels (exact match, substitute,
complement, irrelevant).

3. Dataset Creation

QueryNER uses a subset of the Amazon Shopping
Queries Dataset (Reddy et al., 2023) as the under-
lying data. We release our dataset as token o�-
sets that can be mapped to the Shopping Queries
Dataset. QueryNER consists of an ontology of
17 types. One main di�erence in the guidelines
given to annotators was to mark the fullest extent
of a span possible. This intended to include words
like size in the span [size 12] rather than size [12].
QueryNER follows the CoNLL tradition of using BIO
format.
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